入力の次元数が 4

入力層のユニット（ニューロン）数 **64**  （1層）

出力層のユニット（ニューロン）数 **3**

クラス数 **3**

ドロップアウト **無し**

**入力層 () () ... () 64個**

**出力層 () () () 3個**

**入力の次元数：　ユニット（ニューロン）は、一度に受け取るデータは「4」個**

**softmax ：　出力層のユニット（ニューロン）のうち、活性化するのは１度に１つ**